
NETWORKING ARCHITECTURES 
FOR SMART CITIES

CHALLENGES AND PERSPECTIVES
Prof. Stênio Fernandes, PhD



THE SMART CITY REVOLUTION

SUPPORT FROM THE NETWORKING AND TELECOMMUNICATIONS INFRASTRUCTURES



CITY TO SMART CITY

•What really drives a city to become smart?

•There is a need 

• To analyze and systematize the change process of smart cities 

• Based on a set of elements called transformation factors 

•To develop an approach to measure smartness 

• by considering transformations, not a measurement of 

actions

Source: Fully Smart Cities: Analysis of the City to Smart City transformation process



Our Context

Source: Fully Smart Cities: Analysis of the City to Smart City transformation process



CITY TO SMART CITY

Source: Everything You Wanted to Know About Smart Cities: The Internet of Things is the backbone.



COMMON 
SMART CITY 
LOOP

Source: Enabling a Smart City Application Ecosystem: Requirements and Architectural Aspects



SUPPORTING NETWORK TECHNOLOGIES FOR 
SMART CITIES

SENSORS, WIRELESS SENSORS NETWORKS, IOT, MIDDLEWARES, PROTOCOLS



A LAYERED VIEW

• From research to implementation and real mass-scale deployment 

• Three different domains/layers: link/network, transport/application, and users

• Network level

• A number of wireless technologies available to connect the city sensors and actuators to 

the Internet 

• LoRa, WiFi, ZigBee

• Strengths and weaknesses: range, data rates and energy consumption. 

• It is unclear if and which technology is going to win the race for the SC wireless 

technology

• SC will likely to be characterized by a multi-wireless technology environment

Source: City of Things: an Integrated and Multi-Technology Testbed for IoT Smart City Experiments



A LAYERED VIEW

•Data level

• Lots of sensors and technologies available 

• Lots of big data tools and implementations 

• Spark/Hadoop, NoSQL databases

• Lack of interoperability between sensors and tools is often a limiting 

factor

• There is therefore a need for more automation and flexibility for SC 

data experiments

•User level

• Assess new smart city business models

• Users’ willingness to pay for smart city services 

• How cities can incentive users in a SC model

Source: City of Things: an Integrated and Multi-Technology Testbed for IoT Smart City Experiments



•Emerging communication technologies

•different technologies from which the smart city 

environment can benefit from

• RFID (active, passive, or battery-assisted passive) 

• transmits only in the presence of RFID reader

•WSN: a network of distributed autonomous sensing nodes

• low-power integrated circuits and wireless communication 

technology

• can cope with large-scale deployment 

• faces the challenges of energy consumption

The role of big data in smart city: International Journal of Information Management 36 (2016) 748–758 



•Emerging communication technologies

•WiFi, Ultra-wideband, ZigBee, and Bluetooth

• WiFi – no need to explain

• Ultra-wideband: high-bandwidth indoor short-range wireless 

networks over multimedia links

• ZigBee: short-range wireless communication with provision 

for long lifetime battery usage capability

• Bluetooth: standard based on a wireless radio system 

designed for short-range and non-expensive devices

The role of big data in smart city: International Journal of Information Management 36 (2016) 748–758 



•Emerging communication technologies

•4G LTE, LTE-A, and 5G

• 4G: multiple-input multiple-output (MIMO) and orthogonal frequency 

divisionmultiplex (OFDM) to acquire more data throughput than 3G

• LTE-A

• bridges the gap between 4G and 5G 

• high bandwidths (3x the basic LTE), carrier aggregation, increased 

MIMO, coordinated multipoint, relay station, and HetNets

• 5G: promise - 10 Gbit/sec with low latency

The role of big data in smart city: International Journal of Information Management 36 (2016) 748–758 



http://mwrf.com/systems/4-major-m2m-and-iot-challenges-you-need-know



http://www.analysysmason.com/About-Us/News/Insight/For-IoT-CSPs-may-need-multiple-networks-each-optimised-for-a-different-use-case-/

http://www.digikey.com/en/articles/techzone/2014/jan/short-range-low-power-wireless-devices-and-internet-of-things-iot

http://www.analysysmason.com/About-Us/News/Insight/For-IoT-CSPs-may-need-multiple-networks-each-optimised-for-a-different-use-case-/
http://www.digikey.com/en/articles/techzone/2014/jan/short-range-low-power-wireless-devices-and-internet-of-things-iot


URBAN IOT SYSTEM

•Web Service Approach for IoT Service 

Architecture

• IETF standards for IoT

• Designed in accordance with the ReST

(Representational State Transfer)

Internet of Things for Smart Cities, IEEE INTERNET OF THINGS JOURNAL, VOL. 1, NO. 1, FEBRUARY 2014



URBAN IOT SYSTEM

• Reference protocol architecture for the 

urban IoT system 

• Unconstrained 

• de-facto standards for Internet communications

• HTML/XML, HTTP/TCP, IPv4/IPv6

• Constrained

• low-complexity counterparts

• Efficient Extensible Interchange (EXI) – transmitting of a 

highly compressed sequence of parse events

• Constrained Application Protocol (CoAP) - a binary 

format transported over UDP

• 6LoWPAN - compression format for IPv6 and UDP 

headers over low-power constrained networks
Internet of Things for Smart Cities, IEEE INTERNET OF THINGS JOURNAL, VOL. 1, NO. 1, FEBRUARY 2014



MIDDLEWARE FOR IOT

Proposals for IoT middleware Huge list of middleware solutions

Middleware for Internet of Things: A Survey, IEEE INTERNET OF THINGS JOURNAL, VOL. 3, NO. 1, FEBRUARY 2016



MIDDLEWARE FOR IOT

•Existing middleware solutions (based on their design approaches)

• Event-based

• Service-oriented

• VM-based

• Agent-based

• Tuple-spaces

• Database-oriented

• Application-specific

Middleware for Internet of Things: A Survey, IEEE INTERNET OF THINGS JOURNAL, VOL. 3, NO. 1, FEBRUARY 2016



MIDDLEWARES FOR IOT

Middleware for Internet of Things: A Survey, IEEE INTERNET OF THINGS JOURNAL, VOL. 3, NO. 1, FEBRUARY 2016



ADVANCED NETWORKING TECHNOLOGIES FOR 
SMART CITIES

NETWORK VIRTUALIZATION, SOFTWARE-DEFINED NETWORKING, NETWORK FUNCTIONS 

VIRTUALIZATION, SOFTWARE-DEFINED NETWORK FUNCTION VIRTUALIZATION



STATUS OF CURRENT NETWORKS

•Computer networks can be divided in three planes of functionality: 

• The data plane: responsible for forwarding data

• The control plane: routing protocols to define the forwarding tables

• The management plane: remotely monitor and configure the control 

functionality

• IP networks are complex and hard to manage

• To express high-level policies, operators need to configure individual network 

elements separately

• low-level and/or vendor-specific commands

• Automatic reconfiguration and response mechanisms are virtually non-existent

Software-Defined Networking: A Comprehensive Survey



STATUS OF CURRENT NETWORKS

•Current networks are vertically integrated 

• Two abstract elements:

• Control plane (that decides HOW to handle network traffic) 

• Data plane (that FORWARD traffic according to the control plane 

policies) 

• They are integrated inside the networking elements

• Lack of flexibility of the networking infrastructure. 

• A new protocol can take 5-10 years to be fully designed, 

evaluated and deployed

• IPv4 to IPv6 (still at 15% adoption)

• A clean-slate approach is not feasible
Software-Defined Networking: A Comprehensive Survey



STATUS OF CURRENT NETWORKS

•The Internet is a very complex and relatively static 

architecture

•Network misconfigurations and related errors are 

extremely common in today’s networks

•Network management: proprietary solutions of specialized 

hardware, operating systems, and network applications

•A myriad of specialized components and middleboxes to 

configure, deploy, and manage 

• E.g., firewalls, IDS, and DPI engines
Software-Defined Networking: A Comprehensive Survey



ADVANCED NETWORKING TECHNOLOGIES FOR 
SMART CITIES

NETWORK VIRTUALIZATION, SOFTWARE-DEFINED NETWORKING, NETWORK FUNCTIONS 

VIRTUALIZATION, SOFTWARE-DEFINED NETWORK FUNCTION VIRTUALIZATION



THE BEGINNING: NETWORK VIRTUALIZATION

A Survey of Network Virtualization



SOFTWARE-DEFINED NETWORKING

• An emerging networking paradigm 

• it breaks the vertical integration 

• Separates the network’s control logic (the 

control plane) from the underlying routers and 

switches that forward the traffic (the data 

plane). 

• Network switches become simple forwarding 

devices 

• The control logic is implemented in a 

logically centralized controller (or 

Network Operating System)

Software-Defined Networking: A Comprehensive Survey



SOFTWARE-DEFINED NETWORKING

• Simplifies policy enforcement and 

network (re)configuration and evolution 

• Logically centralized programmatic 

model does not mean a physically 

centralized system 

• For adequate levels of performance, 

scalability and reliability, 

• production-level SDN network designs 

resort to physically distributed control 

planes

Software-Defined Networking: A Comprehensive Survey



SOFTWARE-DEFINED NETWORKING

• In a nutshell (the four pillars):

1. control and data planes are 

decoupled

2. Forwarding decisions are flow-

based, instead of destination-

based

3. Control logic is moved to an 

external entity

• SDN controller or NOS

4. The network is programmable
Software-Defined Networking: A Comprehensive Survey



TRADITIONAL 
NETWORKING  VS SDN

• Terminology:

• Forwarding Devices (FD): 

• Hardware- or software-based devices 

• Implements southbound protocols: 

• OpenFlow, ForCES, POF, P4

• Data Plane (DP): interconnected FDs

• Control Plane (CP): control logic rests in the 

applications and controllers

• Southbound Interface (SI): defines the communication 

protocol between FD and CP

• Northbound Interface (NI): API to APP developers

• Management Plane (MP): applications that implement 

network control and operation logic

• routing, firewalls, load balancers, monitoring
Software-Defined Networking: A Comprehensive Survey



A CLOSER LOOK AT SDN

A Survey on Software-Defined Networking, IEEE COMMUNICATION SURVEYS & TUTORIALS, VOL. 17, NO. 1, FIRST QUARTER 2015

Software-Defined Networking: A Comprehensive Survey



A CLOSER LOOK AT NETWORK VIRTUALIZATION AND SDN

Software-Defined Networking: A Comprehensive Survey



A CLOSER LOOK AT OPENFLOW



A CLOSER LOOK AT SDN CONTROLLERS

Software-Defined Networking: A Comprehensive Survey



A CLOSER LOOK AT SDN PROGRAMMING LANGUAGES

A SURVEY OF SOFTWARE-DEFINED NETWORKING: PAST, PRESENT, AND FUTURE OF PROGRAMMABLE NETWORKS



A CLOSER LOOK AT SDN PROGRAMMING LANGUAGES

A Software Engineering Perspective on SDN Programability



ADVANCED NETWORKING TECHNOLOGIES FOR 
SMART CITIES

NETWORK VIRTUALIZATION, SOFTWARE-DEFINED NETWORKING, NETWORK FUNCTIONS 

VIRTUALIZATION, SOFTWARE-DEFINED NETWORK FUNCTION VIRTUALIZATION



NETWORK FUNCTIONS VIRTUALIZATION (NFV)

• Current network services rely on 

proprietary appliances 

• Service provision is deployed at 

physical proprietary devices 

• One equipment for each function or a 

few functions

• E.g.: Firewall, NAT, DPI

• Service Providers must continuously 

purchase, store, and operate new 

physical equipment

• high CAPEX and OPEX
Source: Network Function Virtualization: State-of-the-art and Research Challenges



NETWORK FUNCTION VIRTUALIZATION

• NFV: address these challenges by 

leveraging virtualization technology 

• new way to design, deploy and manage 

networking services

• Decouples physical network equipment 

from the functions that run on them

• A network function can be deployed as 

an instance of software 

• consolidation of many equipment types

• Located in data centers, distributed 

network nodes and at end user premises
Source: Network Function Virtualization: State-of-the-art and Research Challenges



NETWORK FUNCTION VIRTUALIZATION

• In a nutshell (the 3 key elements):

1. NFV Infrastructure (NFVI)

• combination of COTS HW and SW

2. Virtual Network Functions / Services

• NF is a functional block within a NFVI

• It has well-defined interfaces and 

functional behavior

3. NFV Management and 

Orchestration (NFV MANO)

• Provisioning and configuration of VNFs
Source: Network Function Virtualization: State-of-the-art and Research Challenges



COMMON NETWORK FUNCTIONS

• Broadband Network Gateway / Carrier grade NAT

• Broadband remote access server (BRAS) and Routers

• Home Location Register/ Home Subscriber Server (HLR/HSS)

• Serving GPRS Support Node Mobility Management Entity (SGSNMME)

• Gateway Support Node / Packet Data Network Gateway (GGSN/PDN-GW), 

• RNC / NodeB / and Evolved Node B (eNodeB).

• IPSec / SSL VPN gateways

• Deep Packet Inspection (DPI) / Firewall / NAT

• Service Assurance / Service Level Agreement (SLA) monitoring, Test and Diagnostics.

• IP Multimedia Sub-system (IMS)

• Video Optimizers / Transcoding

Source: Software-Defined Network Function Virtualization: A Survey



SERVICE FUNCTION CHAINING

• SFC (RCF 7498): definition and instantiation of an ordered list of service

functions

• "steering" of traffic flows through the SFs

Source: Problem Statement for Service Function Chaining, IETF



SDN VS NFV• Concepts

• NFV implements network functions in software 

• SDN provides better network control through centralized and programmable network 

architecture

• Goals

• NFV aims at reducing CapEx, OpEx, and space and power consumption

• SDN aims at providing network abstractions to enable exible network control, 

conguration and fast innovation

• Approach

• NFV decouples the network functions from the proprietary hardware to achieve agile 

provisioning and deployment

• SDN decouples the network control plane from the data plane forwarding to provide a 

centralized controller via enabling programmability
Source: Software-Defined Networking: A Comprehensive Survey



SOFTWARE-DEFINED NETWORK FUNCTION VIRTUALIZATION
(SDNFV)

• integrating SDN with NFV aims at achieving 

various network control and management 

goals

• Dynamic resource management

• Virtual service environment for SFCs

• Enables real-time and dynamic function 

provisioning

• NFV serves SDN by virtualizing the SDN 

controller

• SDN serves NFV by providing programmable 

network connectivity between VNFs Source: Network Function Virtualization: State-of-the-art and Research Challenges



SFC IN SDNFV

•NFV moves network functions to 

software on a general HW 

platform

•SDN moves control functions to the 

software controller

•Service deployment and chains 

can be provided and configured in 

the SDN controller

Source: Software-Defined Networking: A Comprehensive Survey



SDN CONTROLLER IN A SDNFV ARCHITECTURE

• Positioning of SDN controller in 

ETSI NFV architectural framework:

1. SDN controller as a VIM, 

Virtualized Infrastructure

Manager

2. SDN controller as a VNF

3. SDN controller in the NFVI

4. SDN controller in the OSS/BSS

5. SDN controller as a PNF

http://sdn.ieee.org/newsletter/may-2016/sdn-in-nfv-architectural-framework



NETWORKING ARCHITECTURES AND PLATFORMS 
FOR SMART CITIES 



ARCHITECTURES AND PLATFORMS: OVERVIEW

• IoT Service Experimentation Platforms (IoT SEPs) in urban 

contexts attract numerous stakeholders

• city, research institutions, technology providers and users

•Definition of platform: “as a reuse of sharing of common 

elements across complex products or systems of production”

Source: A Framework for IoT Service Experiment Platforms in Smart-City Environments



ARCHITECTURES AND PLATFORMS: OVERVIEW

•Special Platforms in the SC context

• Prototyping: closed in-house design and development facilities

• Testbeds: standardized environment for testing yet immature 

new technologies, products, services

• Field trials: agile platforms for specific small-scale tests

• Living Labs: for technology experimentation in real-life context, 

and their users are integrated to technology innovation process

•Market pilots: when a product or a service is close to maturity 

and ready for commercialization

• Societal pilots: mature new product or services in a real-life
A Framework for IoT Service Experiment Platforms in Smart-City Environments

Ballon, P., Pierson, J., & Delaere, S. (2005). Test and experimentation platforms for broadband innovation: Examining european practice



ARCHITECTURES AND PLATFORMS: OVERVIEW

•Requirements for a SC application platform

•Most existing smart city applications are concerned with the 

resources pertaining to one domain

• energy, transportation, water, waste, etc. 

• However, smart city applications usually span multiple domains

Source: Smart City Platforms on Multitier Software-Defined Infrastructure Cloud Computing



ARCHITECTURES AND PLATFORMS: OVERVIEW

• Architectural Requirements (1/2):

• To support applications ranging from simple single-domain applications to 

complex multi-domain applications. 

• To scale down and be economically viable in small city settings, 

• To scale up to provide performance and economies of scale in large cities. 

• To enable a progressive deployment 

• According to the investment that is available, 

• and it should be progressively extensible as the

• To allow the portfolio of applications and their scope to increase

Source: Smart City Platforms on Multitier Software-Defined Infrastructure Cloud Computing



ARCHITECTURES AND PLATFORMS: OVERVIEW

• Architectural Requirements (2/2):

• operate the massive number of devices originating from the IoT domain

• to manage and operate the massive amount of devices

• perform analytics and manage data and the analytics’ results

• enable data processing by allocating the necessary resources where and when they’re needed

• Deploy elastic services

• to handle high-volume data streams and large batches of data 

• in structured and unstructured formats.

• need an effective way to plan based on this gathered information

• enable the analytical models that provide the essential baseline for informed planning

Source: Enabling a Smart City Application Ecosystem: Requirements and Architectural Aspects



ARCHITECTURES AND PLATFORMS: OVERVIEW (EXAMPLE)

• 4-Layered Smart and Connected 

Community (SCC)

• Sensing: to realize ubiquitous sensing

• RFID, WSN, Mobile Crowd Sensing (MCS)

• Interconnecting: data transmission and 

information exchange 

• Different devices and domains

• Careful network design is KEY

• Data: storing massive heterogeneous data

• extracting useful information from the big sensing 

data

• representing the meaningful information

• decision making and service supporting 

• knowledge maintenance and management

• Service: services for communities
Internet of Things and Big Data Analytics for Smart and Connected Communities



ARCHITECTURES AND PLATFORMS: OVERVIEW (EXAMPLE)

• Smart city Operating System (SOS) that 

enables a larger Smart City Application 

Ecosystem (SCALE)

• a microservice architecture

• break out of traditional layered architectures

• Each component interacts with any other

• Allows novel synergies between components

• SOS Components

• Infrastructure and resource management

• Data management

• Application runtime and management

Source: Internet of Things and Big Data Analytics for Smart and Connected Communities



ARCHITECTURES AND PLATFORMS: MULTITIER SDN

• The Need for Software-Defined Infrastructure (1/2)

• virtualized resources are offered by a IaaS layer 

• through a set of unified and open interfaces (APIs)

• allow external entities to acquire, reconfigure, and release virtualized resources. 

• Infrastructure-aware services:

• e.g. smart resource scheduling, fault tolerance, and green energy management. 

• The smart edge provides virtual machines and software-defined 

networking services.

• Resource/Service allocation and deallocation in virtual environments 

require dynamic management of network resources

Source: Smart City Platforms on Multitier Software-Defined Infrastructure Cloud Computing



ARCHITECTURES AND PLATFORMS: MULTITIER SDN

• The Need for Software-Defined Infrastructure (2/2)

• programmability of resources across the multitier cloud 

• Handling of different traffic flows with different QoS requirements.

• SDN allows

• Programability of the network 

• Facilitating the analytics and intelligence to support smart applications. 

• Allows migration of resources (e.g., VM or services) and multilayer 

monitoring 

• Increased resiliency and robustness as well as security, privacy, and isolation

Source: Smart City Platforms on Multitier Software-Defined Infrastructure Cloud Computing



ARCHITECTURES AND PLATFORMS: MULTITIER SDN

•Three-layered architecture for Smart City Platforms

• An Infrastructure-as-a-Service (IaaS) layer 

• Provides resources in a SDN-based multitier computing cloud that is 

based on

• A Platform-as-a-Service (PaaS) layer 

• Provides data dissemination services for various domains 

• A Business-Intelligence-as-a-Service layer (BIaaS) 

• Provides intelligence to support smart applications

Source: Smart City Platforms on Multitier Software-Defined Infrastructure Cloud Computing



Source: Smart City Platforms on Multitier Software-Defined Infrastructure Cloud Computing



ARCHITECTURES AND PLATFORMS: SPARTACUS

•SPArTaCuS: Service Priority Adaptiveness for Emergency 

Traffic in Smart Cities using SDN

• A framework for smart cities to prioritize services for 

emergency needs in a stressed situation

• Relies on the underlying network function provided by SDN and 

Network Virtualization

• Create virtual SDN networks for different service classes 

• Mapped to the physical infrastructure

SPArTaCuS: Service priority adaptiveness for emergency traffic in smart cities using software-defined networking



ARCHITECTURES AND PLATFORMS: SPARTACUS

SPArTaCuS: Service priority adaptiveness for emergency traffic in smart cities using software-defined networking



ARCHITECTURES AND PLATFORMS: SPARTACUS

SPArTaCuS: Service priority adaptiveness for emergency traffic in smart cities using software-defined networking



ARCHITECTURES AND PLATFORMS: CIGO!

• Smart Mobility and Smart Governance are the most common 

indicators of Smart Cities

• CIGO!: A novel mobility management platform and business model 

• track people flows in urban areas to achieve global mobility 

objectives

• allows city governments formulate mobility policies

• Includes

• Architectural concept for the CIGO! platform,

• A platform prototype and application pilot (city of Barcelona)

Source: CIGO! Mobility Management Platform for Growing Efficient and Balanced Smart City Ecosystem



ARCHITECTURES AND PLATFORMS: CITY OF THINGS

•Premises: Testbeds are the preferred tools to validate 

R&D&I in a larger environment

• provide access to test technological solutions 

• emulated or real environment

• provide a control environment 

• Fine tuning parameterization of the experiments 

• Allow reproducibility of the experiments

Source: City of Things: an Integrated and Multi-Technology Testbed for IoT Smart City Experiments



ARCHITECTURES AND PLATFORMS: CITY OF THINGS

•City of Things testbed: Realistic city living lab and technical 

testbed environment 

• An integrated approach of doing network, data and living lab 

experiments 

•At the network side: a myriad of wireless technologies

•At the data side: technological capacity to quickly collect, 

analyse and publish city data

•At the user side: a largescale living lab in Antwerp

• User research takes place in a real-life environment

Source: City of Things: an Integrated and Multi-Technology Testbed for IoT Smart City Experiments



ARCHITECTURES AND PLATFORMS: CITY OF THINGS

Source: City of Things: an Integrated and Multi-Technology Testbed for IoT Smart City Experiments



ARCHITECTURES AND PLATFORMS: CITY OF THINGS

•Network level: Internet of Things infrastructure

• Multi-technology gateways (dedicated onboard SoC radios)

• IEEE 802.1ac on 2.4 and 5 Ghz, 

• DASH7 on 433 and 868 Mhz

• Bluetooth (Low Energy), 

• IEEE 802.15.4, IEEE 802.15.4g 

• LoRa

• LoRa-based Low Power WAN network

• City sensors

• Mobile air quality sensors

• Traffic monitoring

• Parking sensors

• Smart parking signs
Source: City of Things: an Integrated and Multi-Technology Testbed for IoT Smart City Experiments



ARCHITECTURES AND PLATFORMS: CITY OF THINGS

•Data level: Big data analysis

• three main tools

• DYAMAND (DYnamic, Adaptive 

Management of Networks and Devices) for 

sensor data collection and discovery

• Tengu for sensor data processing and 

storage

• an experimentation platform for big data 

applications

• LimeDS (Lightweight modular environment 

for Data oriented Services) for data access, 

service composition and demo prototyping
Source: City of Things: an Integrated and Multi-Technology Testbed for IoT Smart City Experiments



ARCHITECTURES AND PLATFORMS: CITY OF THINGS

•User level: a large-scale city living lab

Source: City of Things: an Integrated and Multi-Technology Testbed for IoT Smart City Experiments



ARCHITECTURES AND PLATFORMS: SDIV

• Internet of Vehicles (IoV)

• Applications and services: 

• road security, fleet management, navigation, billing, 

and multimedia

• Network Architecture: Software-Defined IoV

• new network architecture for IoV

• Three-tier architecture

• Physical: vehicles (mobile nodes), access points (APs), 

roadside electronic devices, switches, and servers

• Control:  SDN controller connected to every switch 

(including APs) via OpenFlow

• Application: services for vehicles

• query, location and road information service

Source: Improved Rule Installation for Real-Time Query Service in Software-Defined Internet of Vehicles



ARCHITECTURES AND PLATFORMS: SDIV

Source: Improved Rule Installation for Real-Time Query Service in Software-Defined Internet of Vehicles



ARCHITECTURES AND PLATFORMS: 
SC BASED ON IOT USING BDA

• 4-tier architecture

• Bottom tier-1: IoT sources and data 

generation and collection

• Inter-mediate tier-1: all types of 

communication between sensors, 

relays, base stations, and the Internet

• Intermediate tier 2: data management 

and processing using a Hadoop 

framework

• Top tier: application and usage of the 

data analysis and the results 

generated
Source: Urban planning and building smart cities based on the Internet of Things using Big Data analytics Computer 

Networks 101 (2016) 63–80 



•General Questions

• How to tackle uncertainty due to real-

time and offline dynamic?

• How to make existing objects smarter?

• How to enable objects to react 

accordingly to context?

• How to minimize the cost of data 

collection?

• How to obtain insight into the data in 

real time?

ARCHITECTURES AND PLATFORMS: 
SC BASED ON IOT USING BDA

Source: Urban planning and building smart cities based on the Internet of Things using Big Data analytics Computer 

Networks 101 (2016) 63–80 



ARCHITECTURES AND PLATFORMS: 
CITYPULSE

Source: CityPulse: Large Scale Data Analytics Framework for Smart Cities



CITY-PULSE

• IoT Stream Processing Framework: 

• Virtualisation: facilitates access to 

heterogeneous data sources and 

infrastructure 

• Middleware: Advanced Message Queue 

Protocol (AMQP), an open standard for 

message oriented middleware

• Data aggregation: Symbolic Aggregate 

Approximation (SAX) and SensorSAX

• Reliable information processing: measures 

and process accuracy and trust in data 

acquisition, federation and aggregation
On the Effect of Adaptive and Non-Adaptive Analysis of Time-Series Sensory Data

CityPulse project: http://www.ict-citypulse.eu/



SMART CITIES-RELATED 
NETWORK SIMULATION, EMULATION, AND TESTBEDS



Given the complexity of putting all layers together in the context of Smart Cities

There is NO SIMULATION ENVIRONMENT AVAILABLE

that covers the current networking technologies in a single piece of software



SIMULATION AND EMULATION: BREAKDOWN
• Protocols/WSN/IOT

• NS-2, OMNeT++, PAWiS, GloMoSim/QualNet, OPNET, SENSE, J-Sim, Ptolemy II, 

Cell-DEVS, NesCT, GTnets, System C, Prowler, NCTUns2.0, Jist/SWANS, SSFNet, 

TOSSIM, Atarraya, Avrora, ATEMU, EmStar, SENS, Shawn, PiccSIM, TrueTime 2.0 

in MATLAB/Simulink, and native MATLAB/Simulink

Source: Wireless Sensor Network Simulation Frameworks: A Tutorial Review



SIMULATION AND EMULATION: BREAKDOWN

• SDN/NFV

• Mininet (Emulated Environment)

• Quick and easy way to prototype and evaluate SDN protocols and applications

• Use of software-based OpenFlow switches in virtualized containers

• Controllers or applications developed and tested in Mininet can be (in theory) 

deployed in an OpenFlow-enabled network without any modification

• Mininet-HiFi: enhances the container-based (lightweight) virtualization 

with mechanisms to enforce performance isolation

• Mininet CE and SDN Cloud DC: extensions to Mininet

• enabling large scale simulations.

• ns-3: OpenFlow devices has been added

• fs-sdn: extends the fs simulation engine

• STS - SDN troubleshooting simulator
Source: Wireless Sensor Network Simulation Frameworks: A Tutorial Review



FACILITIES FOR EXPERIMENTAL IOT RESEARCH

•Main requirements for a next generation of experimental research 

facilities for the IoT

• Scale: many IoT experiments demand larger scale

• 1000’s of nodes

• Heterogeneity: heterogeneity of devices and underlying solutions

• Repeatability: requires agreement on standards for the specification of 

experiments

• Federation: achieve scale or add capabilities for experimentation that are 

not locally available

• Concurrency: support multiplexing of concurrent experiments

• Mobility: mechanisms to control and exploit realistic mobility of devices

• User Involvement: offer mechanisms allowing for evaluating social impact 

and acceptance of IoT solutions and applications

Source: A Survey on Facilities for Experimental Internet of Things Research



FACILITIES FOR EXPERIMENTAL IOT RESEARCH

•Taxonomy

Source: A Survey on Facilities for Experimental Internet of Things Research



FACILITIES FOR EXPERIMENTAL IOT RESEARCH

•Existing testbeds (most are WSN)

MoteLab NetEye TutorNet MIRAGE/Intel

WISEBED FRONTS DES-Testbed w-iLab.t Testbed

Senslab KanseiGeni TWIST CitySense

Oulu Smart City Friedrichshafen Motescope FlockLab

METRO real VizBee CITC testbed RFIT Lab

SAP Future Retail 

Centre

Source: A Survey on Facilities for Experimental Internet of Things Research



ISSUES, CHALLENGES AND OPPORTUNITIES

SECURITY, PRIVACY, MOBILITY MANAGEMENT

ANALYTICAL MODELLING

EXPERIMENTAL AND SIMULATION PLATFORMS



ISSUES AND CHALLENGES

Source: Everything You Wanted to Know About Smart Cities: The Internet of Things is the backbone.



ISSUES AND CHALLENGES: PRIVACY

•Myriads of sensors constantly register and process our private data

• our daily commute or our shopping habit

• Seoul: sensors and cameras at every corner monitoring temperature, 

traffic, electricity

• “Citizens don’t just reject more surveillance, they also slow down the  development of 

smart cities, and the convenience, efficiencies and energy savings they bring”

• “If we have a ‘free’ service, we pay for it with our privacy” 

• Jarmo Eskelinen, a Finnish data privacy expert

Source: PRIVACY AND SNOOPING IN SMART CITIES: WHO PAYS THE PRICE?



ISSUES AND CHALLENGES: SECURITY

Source: PRIVACY AND SNOOPING IN SMART CITIES: WHO PAYS THE PRICE?



ISSUES AND CHALLENGES: 
MEASUREMENTS AND NETWORK DESIGN

•GPS sensor readings

• estimate traffic congestion levels OR

• infer private information about the individual

• routes users take in their daily commutes, home, and work locations

•Network requirements in SCC applications 

•Much harder than traditional WSN

• Scheduling sensing and communication tasks

• Aggregate bandwidth requirements

• QoS and QoE guarantees

• Dependability issues: reliability, availability, performability
Internet of Things and Big Data Analytics for Smart and Connected Communities



ISSUES AND CHALLENGES: MODELLING CITIES

• COMPLEXITY THEORY OF CITIES: a popular theory used to explain 

urban phenomena

• Complexity Theory: group of theories concerned with complex systems and 

how they evolve

• Complex system: elements interact and effect each other 

• difficult to determine which interaction is responsible for each outcome

• Interactions are interwoven

• Premise: Cities as complex, self-organizing and nonlinear systems 

• Future behavior is not predictable with a top-down approach

Source: The Well-Informed City - A Decentralized, Bottom-Up Model for a Smart City Service Using Information and Self-Organization



ISSUES AND CHALLENGES: REQUIREMENTS FOR 
MIDDLEWARES

•Challenges Related to Functional Requirements

• Resource discovery: dynamic and ultra-large-scale

• Resource management: conflicts in resource allocation among 

multiple concurrent services or applications

• Data management: raw data to be converted into knowledge

• Event management: middleware components may become 

bottlenecks

• Code management: reprogrammability, Updates or changes in 

business logic should be supported by any IoT component



ISSUES AND CHALLENGES: REQUIREMENTS FOR 
MIDDLEWARES

•Challenges Related to Nonfunctional Requirements

• Scalability

• Real time: Getting real-time information

• Dependability: Reliability, Availability

• Security and privacy

•Challenges Related to Architectural Requirements

• Programming abstraction

• Interoperability

• Context-awareness and autonomous behavior



EXTRA INFO



LIST OF IOT PLATFORMS

Zoom in!!



LIST OF SC PROJECTS
AROUND THE WORLD

Zoom in!!


