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CITY TO SMART CITY

*What really drives a city to become smart?¢

®*There is a need
®* To analyze and systematize the change process of smart cities
®* Based on a set of elements called transformation factors
®* To develop an approach to measure smartness

® by considering transformations, not a measurement of

actions

Source: Fully SmapCitiest Analysis of*theiCity to
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Figure . The ideal smart city loop. A conceptual model for a reactive system that addresses the challenges of today’s
smart city applications.




SUPPORTING NETWORK TECHNOLOGIES FOR
SMART CITIES
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A LAYERED VIEW

® From research to implementation and real mass-scale deployment

* Three different domains/layers: link /network, transport/application, and users

®* A number of wireless technologies available to connect the city sensors and actuators to
the Internet

® LoRa, WiFi, ZigBee
® Strengths and weaknesses: range, data rates and energy consumption.

if and which technology is going to win the race for the SC wireless
technology

*. SC.will likely to be characterized by a multi-wireless technology environment

Source:City-of Things: an-ntegrated-eineMulti-Techpdlogy Testb



A LAYERED VIEW

® Lots of sensors and technologies available

® Lots of big data tools and implementations
* Spark/Hadoop, NoSQL databases
® Lack of interoperability between sensors and tools is often a limiting
factor

® There is therefore a need for more automation and flexibility for SC
data experiments

® Assess new smart city business models
® Userswillingness to pay for smart city services

®.How cities can incentive users in a SC model

Source:City.of Things: an.Integrated’arid=Multi-Technelogy Testbe



®*Emerging communication technologies

® different technologies from which the smart city
environment can benefit from

® RFID (active, passive, or battery-assisted passive)

® transmits only in the presence of RFID reader

®* WSN: a network of distributed autonomous sensing nodes

® low-power integrated circuits and wireless communication

technology
® can cope with large-scale deployment

* faces the challenges of energy consumption

The role of big data in.smart city: Internationetletrfial of Informétien Mana



®*Emerging communication technologies
® WiFi, Ultra-wideband, ZigBee, and Bluetooth
®* WiFi — no need to explain

® Ultra-wideband: high-bandwidth indoor short-range wireless

networks over multimedia links

® ZigBee: short-range wireless communication with provision

for long lifetime battery usage capability

® Bluetooth: standard based on a wireless radio system

designed for short-range and non-expensive devices

The role of big daterin smart city:Internationdlfournal-of |pformation



®*Emerging communication technologies

®* 4G LTE, LTE-A, and 5G

® 4G: multiple-input multiple-output (MIMO) and orthogonal frequency
divisionmultiplex (OFDM) to acquire more data throughput than 3G

* LTE-A
® bridges the gap between 4G and 5G

® high bandwidths (3x the basic LTE), carrier aggregation, increased

/4

MIMO, coordinated multipoint, relay station, and HetNets

*:5G: promise - 10 Gbit/sec with low latency

The role of big-data+in smart city:“Internationdlournal6f Ipférmation



Tachnologies Standards & Organizations | NetworkType | Frequency (US) | MaxPonge | MoxDotoRole | MaxPower |  Encryplion
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http://www.analysysmason.com/About-Us/News/Insight/For-IoT-CSPs-may-need-multiple-networks-each-optimised-for-a-different-use-case-/
http://www.digikey.com/en/articles/techzone/2014/jan/short-range-low-power-wireless-devices-and-internet-of-things-iot

URBAN [IOT SYSTEM

®* Web Service Approach for loT Service
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Fig. 1. Conceptual representation of an urban IoT network based on the web
service approach.

Internet of Things for-Smart Cities, IEEEINTERNEI-OF THINGS JQURNAL, VOIf.



URBAN [IOT SYSTEM

® Reference protocol architecture for the Unconstrained Constrained
urban loT system

® Unconstrained

® de-facto standards for Internet communications icati CoAP/UDP
transport

* HTML/XML, HTTP/TCP, IPv4 /IPvé

. [ ]
Constrained IPv6/6LoOWPAN

® low-complexity counterparts

§ * Efficient Extensible Interchange (EXI) — transmitting of ot and constrained (right) IoT nodes.

highlyxcompressed séquence of parse events

*..Constrained Application Protocol (CoAP) - a binary

townot transported-over UDP

. *“6LoWPRAN - compressien format for IPvé and UDP
\maders over. low-power. constrained networks

Internet of Things for-Smart Cities, IEEEINTERNEI-OF THINGS JQURNAL, VOIf.
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MIDDLEWARE FOR |1OT

® Existing middleware solutions (based on their design approaches)
® Event-based
® Service-oriented
®* VM-based
* Agent-based

®* Tuple-spaces

\\ ® Database-oriented
\
& *‘Application-specific r
L
\ Middleware for Internet.of Things:'A Survey,EEE INTERNEIOF THINGS#OURNAL,
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ADVANCED NETWORKING TECHNOLOGIES FOR
SMART CITIES

\ NETWORK VIRTUALIZATION, SOFTWARE-DEFINED NETWORKING, NETWORK FUNCTIONS

\ VIRTUALIZATION, SOFTWARE-DEFINED NETWORK FUNCTION VIRTUALIZATION /
o
s \




STATUS OF CURRENT NETWORKS

®* Computer networks can be divided in three planes of functionality:
®* The data plane: responsible for forwarding data
® The control plane: routing protocols to define the forwarding tables

®* The management plane: remotely monitor and configure the control

functionality

®|P.networks are complex and hard to manage

§ * To.express high-level policies, operators need to configure individual network

elements separately

* low-level and/or vendor-specific commands

*.Automatic reconfiguration and response mechanisms are virtually non<existen

Softwedre-Détined Net



STATUS OF CURRENT NETWORKS

® Current networks are vertically integrated

®* Two abstract elements:

® Control plane (that decides to handle network traffic)
® Data plane (that traffic according to the control plane
policies)

® They are integrated inside the networking elements

® Lack of flexibility of the networking infrastructure.

\ ® A'new protocol can take 5-10 years to be fully /
\{\ and

N
1"\ ® IPv4-to IPvé (still at 15% adoption)
L\’ A-clean=slate approach-is not feasible

Softwedre-Détined Net



STATUS OF CURRENT NETWORKS

®* The Internet is a very complex and relatively static

architecture

®* Network misconfigurations and related errors are

extremely common in today’s networks

*Network management: proprietary solutions of specialized

hardware, operating systems, and network applications

\
ﬂ\ﬁ § *A myriad of specialized components and middleboxes to /
DY o

\ configure, deploy, and manage
h\‘ E.g., firewalls,-IDS, and DPI engines /




ADVANCED NETWORKING TECHNOLOGIES FOR
SMART CITIES

, NETWORK FUNCTIONS
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THE BEGINNING: NETWORK VIRTUALIZATION
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Figure 2: Network Virtualization Architecture
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Fig. 1. Simplified view of an SDN architecture.
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Fig. 1. Simplified view of an SDN architecture.
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Fig. 5. Traditional networking versus Software-Defined Networking (SDN).
With SDN, management becomes simpler and middleboxes services can be
delivered as SDN controller applications.

= |

T



AN O/

N

Management plane

NetApp |

lllllllllllllllllllllllllllllllllllllllll

NetApp ~

, |

llllllllllllll

Network Applications
Programming Languages

Language-based Virtualization

llllllllllllllllllllllllllllll

Network Operating System

[ Northbound Interface ]

3

lllllllllllllllllllllllllllllllllllll

Network Hypervisor

lllllllll

Southbound Interface J

Network Infrastructure

(b)

Fig. 6. Software-Defined Networks in (3) planes, (b) layers, and (c) system design architecture

-

-

nepnus v Sunsa] ‘SwFFnqgaq

Network Applications

Network Operating |

System [NOS) and ‘

Networ Hypensrs
\

a1
(

[ Global View ]

High Level Network Status

Language Synchronization

Control Layer

Network Status
Collection

Rules Update

Rules

Fig. 4. Controller Logical Design: a high level language for SDN applications
to define their network operation policies; a rule update process to install rules
generated from those policies; a network status collection process to gather
network infrastructure information; a network status synchronization process to
build a global network view using network status collected by each individual

controller.

Network Slalus]

—O

/



z @ Switch D1

B K

I

: = SmtuhB @
:

]

Swiich A ™ ﬁ
Switch C % Smtr:.h E1l

Switch A ﬁ

SwitchC """ Switch E Switch G

Infrastructure Lﬂ.:fET

Fig.5. Network virtualization: Multiple virtual networks can be created on the
same physical network. sharing infrastructure resources. An SDN application
can only oversee and user resources of its own virtual network.




{8 A
| lSDI".IC[II".ITﬂ'DLlEﬂ 'I

| FLOW TABLE
t RULE ‘ ACTION = 5TATS
; : | |
Net App Met App / N\ | |
| SDN DEVICE ' I I Packet + counters
4 f_:\ . | l
% |
E E ' FLOW TABLES | 1. Forward packetto portls
Network glAln 38 : 2. Encapsulate and forward to controller |
Operating E < E g FII[ FI[ l 3. Drop packet
System 3 E 3 E anlnn : 4. Send to normal processing pipeline
|
i ] ' ;
E E F:I:I F:l:: 'Swm MAC MAC Eth VLAN | 1P IP | TCP | TCP
LI |
I\}_ \ \ .jj' port | s | dst fype ID | s dst st | pdst

Fig. 7. OpenFlow-enabled SDN devices



Routing

Load

Sacurity Natwork Network Attack -
Protocols ~ Balencers | ACLs | Virualizaion | | Monitoing | | Detection Managoment Applications
(
REST ‘ Programming Languages Northbound Interfacss
Shorteat Path Forwarding Notification Manager | | Security Mechanizma l
EaatWezthound
Mechanizma & Gontroller Platform
Protacols )
Topology Managsr State Manager Devica Manager
EsztWeztbound .
e Southbound Abstraction Layar Common Intarfacas
e || Openflon 0VSDB ForGES POF Souttbound tacee
1
Hardwars-based Forwarding Sottwars-based Forwarding Data Plans i
Devices Devices

Fig. & SDN control platforms: elements, services and interfaces

i

Fig. 9. Distributed controllers: east/westbound APIs.

A 4
SDN Controller Node SDN Controller Node
| Onix - ) Westbound/ i . Trema
“—ll ONOS — Eastbound APIs r4|_| oDL
yanc Foodlight ——
. N—— J)l '\\ | S
3 T f 1 - ?

s

/




I

TABLE III
CURRENT CONTROLLEER IMPLEMENTATIONS COMPLIANT WITH THE OPENFLOW STANDARD.

Controller Implementation Open Source Developer Onverview
POX [59] Python Yes Micira General, open-source SDN controller written in Python.
NOX [17] Python/C++ Yes Micira The first OpenFlow controller writien in Python and C++.
OpenFlow controller that has a C-based multi-threaded infrastructure
MUL [60] i Yes Kulclowd at its core. It supports a multi-lkevel north-bound interface
(see Section II-E) for application development.
A network operating system based on Java; it provides interfaces
Maestno [21] Java Yes Rice University for implementing modular network control applications and for them to
access and modify network state.
Trema [61] Ruby/C Yes NEC A framework for developing OpenFlow controllers written in Ruby and C.
Beacon [22 Java Yes Stanford A cross-platform, modular, Java-based OpenFlow controller that
supports event-based and threaded operations.
Jaxon [62] Java Yes Independent Developers a Java-based OpenFlow controller based on NOX.
Helios [24] C No NEC An extensible C-based OpenFlow controller that provides a
programmatic shell for performing integrated experiments.
Floodlight [38] Java Yes BigSwitch A Java-based OpenFlow controller (supports v1.3), based on the Beacon
implementation, that works with physical- and virual- OpenFlow switches.
SNAC [23] C++ No Nicira An OpenFlow controller based on NOX-0.4, which uses a web-based, user-friendly
policy manager to manage the network, configure devices, and monitor events.
An SDN operating system that aims to provide logically centralized control
Eyu [63] Python Yes NTT. OSRG group and APIs to creae new network management and control applications.
Evu fully supports OpenFlow v1.0, v1.2, v1.3, and the Nicira Extensions.
MNodeFlow [64] JavaScript Yes Independent Developers An OpenFlow controller written in JavaScript for Node. IS [65].
A simple OpenFlow controller reference implementation with Open vSwitch
ovs-controller [55] C Yes Independent Developers for managing any number of remote switches through the OpenFlow protocol;
as a result the switches function as L2 MAC-leaming switches or hubs.
Flowvisor [48] C Yes Stanford/Nicira Special purpose controller imple mentation.
RouteFlow [66] C++ Yes CPgD» Special purpose controller imple mentation.

W 7 NS



A CLOSER LOOK AT SDN
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Figure 6. The SDN programming languages timeline.




ADVANCED NETWORKING TECHNOLOGIES FOR
SMART CITIES

NETWQORK VIRTUALIZATION, SOFTWARE-DEFINED NETWORKING

R
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Fig. 1. Traditional CPE Implementations
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o Fig. 2. Possible CPE Implementation with NFV
at end user premises
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Fig. 4. Network Function Virtualization Architecture
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COMMON NETWORK FUNCTIONS

* Broadband Network Gateway / Carrier grade NAT

®* Broadband remote access server (BRAS) and Routers

* Home Location Register/ Home Subscriber Server (HLR /HSS)

* Serving GPRS Support Node Mobility Management Entity (SGSNMME)

* Gateway Support Node / Packet Data Network Gateway (GGSN/PDN-GW),
®* RNC / NodeB / and Evolved Node B (eNodeB).

*.IPSec / SSL VPN gateways

* Deep Packet Inspection (DPI) / Firewall / NAT

\ *.‘Service Assurance / Service Level Agreement (SLA) monitoring, Test and Diagnostics.

*. IP Multimedia Sub-system (IMS)

1"\ Video Optimizers./ Transcoding
\

AL

SourcexSeftwtre-Defined”Network F
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SDN VS NFV

* Concepts
®*'NFV implements network functions in software

* SDN provides better network control through centralized and programmable network

architecture

® Goals

®* NFV aims at reducing CapEx, OpEx, and space and power consumption

®* SDN aims at providing network abstractions to enable exible network control,

conguration and fast innovation

\‘ Approach

\ * NFVidecouples the network functions from the proprietary hardware to achieve agile

\%provisioning and deployment
decouples the -network control plane from the data plane forwarding to"provid

ized confraller via enabling programmability
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FIGURE 3. Software-defined NFV system.
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FIGURE 4. Service chaining in the software-defined NFV architecture.




SDN CONTROLLER IN A SDNFV ARCHITECTURE

® Positioning of SDN controller in
ETSI NFV architectural framework:
1.. SDN controller as a VIM,

Virtualized Infrastructure

Manager
2. SDN controller as a VNF
3. SDN'controller in the NFVI
4 "SDN controller in the OSS /BSS
~. SDN, controller as a PNF




NETWORKING ARCHITECTURES AND PLATFORMS
FOR SMART CITIES




ARCHITECTURES AND PLATFORMS: OVERVIEW

( ) in urban
contexts attract numerous stakeholders

® city, research institutions, technology providers and users

® Definition of platform:

77

\{\
Qs
L
\ Sovutrce : A Framework FOLACT Service Exp€rinient Pla



ARCHITECTURES AND PLATFORMS: OVERVIEW
® Special Platforms in the SC context

: closed in-house design and development facilities

: standardized environment for testing yet immature

new technologies, products, services
: agile platforms for specific small-scale tests

: for technology experimentation in real-life context,

and their users are integrated to technology innovation process

: when a product or a service is close to maturity

and.ready for commercialization

s mature new product or services'in a real:life

A Framework for loT.8eice Experifient Platfo
Ballon, P., Pierson, J., & Delaere, S. (2005).-Test and“experimentdtion pletfetms for bréadbtndiinnovatj



ARCHITECTURES AND PLATFORMS: OVERVIEW

for a SC application platform

® Most existing smart city applications are concerned with the
resources pertaining to one domain

® energy, transportation, water, waste, etc.

®* However, smart city applications usually span multiple domains

0N
\c
\ Source:Smart City-PlatformstenMultitiersSoftwaretDefine




ARCHITECTURES AND PLATFORMS: OVERVIEW

(1/2):
* To support applications ranging from simple single-domain applications to

complex multi-domain applications.
® To scale down and be economically viable in small city settings,
* To scale up to provide performance and economies of scale in large cities.

® To enable a progressive deployment
® According to the investment that is available,

*.and it should be progressively extensible as the

® To allow-the portfolio of applications and their scope to incredase

Source:Smart City-PlatformstenMultitiersSoftwaretDefine



ARCHITECTURES AND PLATFORMS: OVERVIEW

(2/2):

® operate the massive number of devices originating from the loT domain

®* to manage and operate the massive amount of devices

* perform analytics and manage data and the analytics’ results

® enable data processing by allocating the necessary resources where and when they’re needed

* Deploy elastic services
® to handle high-volume data streams and large batches of data
* in structured and unstructured formats.
§ ®* need an effective way to plan based on this gathered information

® “enable the analytical models that provide the essential baseline for informed planning

Source:'Enabling a-Smart City-Application EcoSystem: Re



l ® Careful network design is KEY

FIGURE 2. Function Architecture of Internet of Things for Smart and

Connected Communities. |
/ il Ki)




ARCHITECTURES AND PLATFORMS: OVERVIEW (EXAMPLE)

® Smart city Operating System (SOS) that

management
vertical

enables a larger Smart City Application
Ecosystem (SCALE)

® o microservice architecture

suones ddy

Smart home

® break out of traditional layered architectures

Offices & retail

2unMIoN.AsEU|
wi2asds Sunesado

® Each component interacts with any other

v)
I
:
a
o
Q
2
[=
3
o
)

® Allows novel synergies between components

®.SQS Components

J9piaoag

* \Infrastructure.and resource management

\ . ‘Datg,management

Figure 2. Architecture overview of the Smart City Application Ecosystem (SCALE). Designed around a central
middleware — the Smart City Operating System — SCALE allows for the seamless integration of relevant stakeholders
and resources to efficiently build, deploy, and operate smart city applications.

Source: Internet-of Things®and#Big Data Apéllyti€s for Spifgfy



ARCHITECTURES AND PLATFORMS: MULTITIER SDN

® The Need for Software-Defined Infrastructure (1/2)

® virtualized resources are offered by a laaS layer

* through a set of unified and open interfaces (APIs)

* allow external entities to acquire, reconfigure, and release virtualized resources.
® Infrastructure-aware services:
® e.g. smart resource scheduling, fault tolerance, and green energy management.

®* The smart edge provides virtual machines and software-defined

networking services.

Source: Smart City-Platformsief.Multitier Sofjware=-Defin



ARCHITECTURES AND PLATFORMS: MULTITIER SDN

® The Need for Software-Defined Infrastructure (2/2)

* programmability of resources across the multitier cloud

® Handling of different traffic flows with different QoS requirements.
®* SDN allows

®* Programability of the network
® Facilitating the analytics and intelligence to support smart applications.

\ * Allows migration of resources (e.g., VM or services) and multilayer
\ monitoring

®-Increased resiliency and robustness as well as security, privacy, and isolation

Source: Smart City-Platformsief.Multitier Sofjware=-Defin



ARCHITECTURES AND PLATFORMS: MULTITIER SDN

®* Three-layered architecture for Smart City Platforms

® An Infrastructure-as-a-Service (laaS) layer

® Provides resources in a SDN-based multitier computing cloud that is

based on

® A Platform-as-a-Service (PaaS) layer

® Provides data dissemination services for various domains

* A Business-Intelligence-as-a-Service layer (BlaaS)

® Provides intelligence to support smart applications

Source: Smart City-Platformsief.Multitier Sofjware=-Defin
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ARCHITECTURES AND PLATFORMS: SPARTACUS

®* SPArTaCuS: ervice riority daptiveness fo Emergency
r ffic in Smart ities sing DN

®* A framework for smart cities to prioritize services for

emergency needs in a stressed situation

® Relies on the underlying network function provided by SDN and

Network Virtualization

\

® Create virtual SDN networks for different service classes

\{\ ®* Mapped to the physical infrastructure
S
N\
\ SPArTaCuS: Service priority adaptiveness for emergency-ttaffic in smert cities us




ARCHITECTURES AND PLATFORMS: SPARTACUS
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F1 4. SPArTaCuS: Architecture Framework Fig. 5. Modelling Smart Cities networks in SPArTaCuS

l // SPArTaCuS: Service priority adaptiveness for emergeneyttaffic in smart cities f/ ! i ?




ARCHITECTURES AND PLATFORMS: SPARTACUS

sia|jonuond Nas
s18]j011U00) NAS

XOgaIPPIN

=4
a
=
T
g
=

OpenVirtex

Government Governiment HI line

=
2
i
&
E
2
o
=

1ahe) |easfyd

disaster (VN2>-VNI>VN3) 1g. 7. Network prioritization during

SPArTaCuS: Service priority adaptiveness for emergency-ttaffic in smart cities usj



ARCHITECTURES AND PLATFORMS: CIGO!

®* Smart Mobility and Smart Governance are the most common

indicators of Smart Cities

* CIGQ!: A novel and business model
® track in urban areas to achieve global mobility
objectives

® allows city governments formulate mobility policies

®Includes

® Architectural concept for the CIGO! platform,

® A platform prototype and application pilot (city of Barcélond)

Source: CIGOFMobility Management Platfortafor Growing#Etficient a



ARCHITECTURES AND PLATFORMS: CITY OF THINGS

®* Premises: are the preferred tools to validate
R&D&I in a larger environment
® provide access to test technological solutions
® emulated or real environment

® provide a control environment

® Fine tuning parameterization of the experiments

* Allow reproducibility of the experiments

Source:City-of Things: an-Integratedseind Multi-Technlogy Test



ARCHITECTURES AND PLATFORMS: CITY OF THINGS

*® City of Things testbed: Realistic city living lab and technical
testbed environment

® An integrated approach of doing network, data and living lab

experiments
: a myriad of wireless technologies

: technological capacity to quickly collect,

analyse and publish city data
\ : a largescale living lab in Antwerp
QA ® User research takes place in a real-life environment 4

Q
\s\
\ Source:City-of Things: an-Integratedseind Multi-Technlogy Test




Peer to Peer mode:
Setting up complex multi-technology network topologies

(=
‘ 7@ City of Things
S Management Node

(3 City DfThings\"
Gateway |

e e

[EE& City of Things\'
Gateway
= N

Supporting multiple
wireless technologies

d ﬁa City of Things_\'
| Gateway
N

Scattered across 100 locations
in city and harbour

fﬁﬂ City of Things
Gateway
N

I Infrastructure mode:

A City of Antwerp
g Fiber Network

Connecting sensors to the Internet

across hundreds of locations and

& & 1A |
~/ ) Pluggable set of sensors scattered Q
g o s
k L? @ embedded within the city infrastructure ﬁ 6 5

(

Fig. 1. An overview of the City of Things gateways and their integration
within the city’s network. Each gateway consists of multiple wireless tech-
nologies and can both be used for connecting sensors (infrastructure mode)
and complex network topologies (peer to peer mode).




ARCHITECTURES AND PLATFORMS: CITY OF THINGS

®* Network level: Internet of Things infrastructure

® Multi-technology gateways (dedicated onboard SoC radios)
® |[EEE 802.1ac on 2.4 and 5 Ghz,
®* DASH7 on 433 and 868 Mhz

Bluetooth (Low Energy),

* IEEE 802.15.4, IEEE 802.15.4¢

® LoRa

®* |loRa-based Low Power WAN network

® City sensors
® Mobile air quality sensors
® Traffic.monitoring

*=Rarking sensors

* Smoartparking signs

Source:City-of Things: an-Integratedseind Multi-Technlogy Test
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ARCHITECTURES AND PLATFORMS: CITY OF THINGS

®* User level: a large-scale city living lab

User experience
evaluation in real-
world environments

Real-life behavior

measurement
Ideation and
loT-fication
Behavior change
stimulation

Business experiments

Fig. 4. Overview of the Living Lab services offered as part of the City of
T: Jing S te Stb ed. Source: City of Things: an Integrated and Multi-Technology Testbed for loT Smart City Experiments




ARCHITECTURES AND PLATFORMS: SDIV

® Internet of Vehicles (loV)

o . . . .
Applications and services: Application Layer

® road security, fleet management, navigation, billing,

and multimedia

* Network Architecture: Software-Defined loV Conitial Ly

® new network architecture for loV

® Three-tier architecture

Physical Layer

: vehicles (mobile nodes), access points (APs),

\ roadside electronic devices, switches, and servers

\ : SDN controller connected to every switch
\ (including-APs) via OpenFlow

: 'services for vehicles

*.guery,lecation and road.information service
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I il
TABLE 1

PROS AND CONS OF TRADITIONAL NETWORK
TECHNOLOGIES (MULTICAST) AND SDIV

5 1 Traditional Technologies SDIV
4
Con: Broadcasting messages periodically Pro: Reactive mode
A
o ® > Con: Keeping (S, ) entries at routers | Pro: Installing rules when needed
(b) . Pro: Finding the path according to
Con: SPT cannot match the driving path " d'g : P P :

Fig. 3. Scenarios (a) by analyzing vehicle conditions, the controller can install © GIrection Of VeIcics
rules (Qash lme} in advance to avoid extra queries; a1:1d (b) achieving intelligent Pro: Do not need a controller Con: Need a controller
bandwidth allocation based on a global view in the controller.

7 19
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ARCHITECTURES AND PLATFORMS:
SC BASED ON IOT USING BDA

® General Questions

®* How to tackle uncertainty due to real-

time and offline dynamic?
®* How to make existing objects smarter?

®* How to enable objects to react

accordingly to context?

¢ How to ‘minimize the cost of data

§ collection?

\\‘ How'fe obtaininsight into the data in

A

wceahfime?
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jTABlE 1. loT and Smart City Frameworks Comparison (6:Yes (): No @: Partial).
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Mobile App.
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| Routing Module |
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Ohprirnizaticn
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| Plasning module |

Decision support

O WolSmartCty  iCiy
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_supparted features

Smart  Open 1Core  Spit PLAY  Star  VITALL CityPulsc
Santandler ~ 1oT Fire City

Event detection

Technical adaptation

Data federation

/\
ToT Data Collection [ ’ o ¢ ¢ o O ’ )
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Interoperability

Event Detection and
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Application
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Domain
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Data
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Data
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Resource management

Data wrapper

Data wrapper
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s

FIGURE 1. The components of the CityPulse framework with their APIs.
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SMART CITIES-RELATED
NETWORK SIMULATION, EMULATION, AND TESTBEDS

R
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Table 1. Comparative perspectives of simulation frameworks.

MATLAB/
Operating Programming Simulink ZigBee
Framework System Compiler Latest Update Language Node Size Integration Support
NS-2 Unix/Windows C++, JDK 1.6 NS-2.35/2013 Tcl/Object Tcl 100 nodes Yes Yes
with Cygwin (OTcl) Maximum
OMNeT++ Windows, OS C++11, JDK 1.7 OMMNeT NED Language — Yes Yes
X, Linux or later 4.6/2014
Prowler OS that Apple Xcode V1.25/2004 Graphical Based on Yes No
supports version 4.0 programming the type of
MATLAB or higher; tool (graphical application
Windows: C++, user interface)
JDK
Atarraya Windows, Java 6 1.3 beta/2011 Graphical user Can simulate No No
requires interface 1,000 nodes
graphical
user interface
formatting
for Linux
PiccSIM Windows, OS Apple Xcode PiccSIM Simu- Tcl/Otcl for Similar to NS-2 Yes Yes
X, Linux version 4.0 or link version network
higher; Win- 1.16/2013 modeling
dows:
C++, JDK
TrueTime Windows, OS Apple Xcode TrueTime 2.0 Graphical Limited Yes Yes
X, Linux version 4.0 beta 7/2012 Programming
or higher; tool
Windows: C++,
JDK, Microsoft
Visual Studio
MATLAB/ 0S X, Win- Apple Xcode R2015a C, C++, Code: > 100 — Yes
imulink dows, Linux version 4.0 Fortran nodes;
or higher; Simulation:
Windows: Restricted
C++, JDK

IIIIIIIIIHIHHHH\HHHHIIIIIIIIIIIIIIIIIIIIIIIIIIIHIHHHH\HHHHIHIIIIIIIIIIIIIIIIIIIIIIIIIIIHH\HHH\HHHHIIIHIIIIIIIIIIIIIIIIIIIIIIHIHHHH\HH\HHHIIIIIIIIIIIIIIIIIIIIIIIIIIIHHIHHHH\HHHIHHIIIIIIIIIIIIIIIIIIIIIIIIIIIHHHHHHIIIIIIIIIIIIIIIIHHH\HHHHHIHHIIIIIIIIIE




SIMULATION AND EMULATION: BREAKDOWN
* SDN/NFV

(Emulated Environment)

®* Quick and easy way to prototype and evaluate SDN protocols and applications
® Use of software-based OpenFlow switches in virtualized containers

® Controllers or applications developed and tested in Mininet can be (in theory)

deployed in an OpenFlow-enabled network without any modification

: enhances the container-based (lightweight) virtualization

with mechanisms to enforce performance isolation

. extensions to Mininet

®.enabling large scale simulations.
: OpenFlow devices has been added

: extends_the fs simulation engine

- SBN troubleshooting simulator

Sourcer WirelesssSensor Network’Simulation



FACILITIES FOR EXPERIMENTAL IOT RESEARCH

® Main for a next generation of experimental research
facilities for the loT

: many loT experiments demand larger scale
®* 1000’s of nodes

: heterogeneity of devices and underlying solutions

: requires agreement on standards for the specification of
experiments

: achieve scale or add capabilities for experimentation that are
not locally available

: support multiplexing of concurrent experiments

: mechanisms to control and exploit realistic mobility of devices

: offer mechanisms allowing for evaluating social impact
and~acceptance of loT solutions and applications

Source: A#*Suryey on Facilities foff Experj
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Figure 1. Scope and architecture of testbeds.
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ISSUES, CHALLENGES AND OPPORTUNITIES

SECURITY, PRIVACY, MOBILITY MANAGEMENT

\

\ ANALYTICAL MODELLING

{\\ EXPERIMENTAL AND SIMULATION PLATFORMS
Y,
\“\

R




FIGURE 8. Some challenges in smart city design.
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ISSUES AND CHALLENGES: PRIVACY

® Myriads of sensors constantly register and process our private data

® our daily commute or our shopping habit

® Seoul: sensors and cameras at every corner monitoring temperature,

traffic, electricity

® Jarmo Eskelinen, a Finnish data privacy expert

Source? PRIVACY*AND SNOOPINGIN'SMA



ISSUES AND CHALLENGES: SECURITY

=
f@ '
loT Security

Challenges

Fig. 1. Main security issues in loT.

Source? PRIVACY*AND SNOOPINGIN'SMA



ISSUES AND CHALLENGES:
MEASUREMENTS AND NETWORK DESIGN

® GPS sensor

levels

about the individual

® routes users take in their daily commutes, home, and work locations

* Network requirements in SCC applications
®* Much harder than traditional WSN

® Scheduling sensing and communication tasks
* Aggregate bandwidth requirements
* QoS and QoE guarantees

* Dependability issues: reliability, availability, performability

Internet-of Things*arteBig Date Analyiiés for.S



ISSUES AND CHALLENGES: MODELLING CITIES

* COMPLEXITY THEORY OF CITIES: a popular theory used to explain

urban phenomena

®* Complexity Theory: group of theories concerned with complex systems and

how they evolve

®* Complex system: elements interact and effect each other
* difficult to determine which interaction is responsible for each outcome

® |nteractions are interwoven

® Premise: Cities as complex, self-organizing and nonlinear systems

® Future-behavior is not predictable with a top-down approach

Source: The Well-Informed City - A Decentralized, Bottom-Up Model for-a.Smdrt City Seryice Using |



ISSUES AND CHALLENGES: REQUIREMENTS FOR
MIDDLEWARES

® Challenges Related to Functional Requirements
® Resource discovery: dynamic and ultra-large-scale

® Resource management: conflicts in resource allocation among

multiple concurrent services or applications
® Data management: raw data to be converted into knowledge

® Event management: middleware components may become

\ bottlenecks
\ 4 ®* Code management: reprogrammability, Updates or changes in /

\;\busineSs logic should be supported by any loT component /




ISSUES AND CHALLENGES: REQUIREMENTS FOR
MIDDLEWARES

® Challenges Related to Nonfunctional Requirements
® Scalability
® Real time: Getting real-time information
® Dependability: Reliability, Availability

® Security and privacy

\ ®* Challenges Related to Architectural Requirements
\ ®* Programming abstraction /
()

®Interoperability

h\Con’rex’r-qwareness aond autonomous behavior







Table 1

Available 1oT platforms.

Ref Platforms a) Support of b) Type c) Architecture d) Open source e) REST ) Data access g) Service
heterogeneous control discovery
devices

1 AirVantage i Needs gateway M2M PaaS Cloud-based Libraries only Yes OAuth2 No
(Apache w2, MIT
and Eclipse v1.0
2 Arkessa Yes M2M PaaS Cloud-based No n.a. Facebook like No
privacy settings
3 ARM mbed Embedded M2M PaaS Centralized / No CoAP User’s choice No
devices Cloud-based
4 Carriots® Yes PaaS Cloud-based No Yes Secured access No
5 DeviceCloud Yes PaaS Cloud-based No Yes n.a. No
7 EveryAware Yes Server Centralized No Yes 4 levels No
8 Everyware Needs gateway PaaS Cloud-based No Yes n.a. No
9 EvryThng Yes M2M SaaS Centralized No Yes Fine-grained No
10 Exosite Yes PaaS Cloud-based Libraries only Yes In.a. No
(BSD license)
11 Fosstrack RFID Server Centralized No No Locally stored No
12 CroveStreams No PaaS Cloud-based No Yes | Role-based No
13 H.A.T. Home devices PaaS Decentralized Yes Yes Locally stored Yes
14 loT-framework Yes Server Centralized Apache license 2.0 Yes Locally stored Yes
15 IFTTT Yes SaaS Centralized No No No storage Limited
16 Kahvihub Yes Server Centralized A pache license 2.0 Yes Locally stored Yes
17 LinkSn‘lartT T Embedded Pz2p Decentralized LGPLv3 No Locally stored Yes
devices
18 MvRobots Robots Robots PaaS Cloud-based No Yes 2 levels No
19 Niagara - Yes M2M SaaS Distributed MNo mn.a. n.a. n.a.
20 Nimbits Yes Server Centralized / A pache license 2.0 Yes 3 levels No
Cloud-based
21 NinjaPlatform Needs gateway PaaS Cloud-based Open source hard- Yes OAauthz2 No
ware and Operat-
ing System
22 Node-RED Yes Server Centralized A pache license 2.0 No User-based No
privileges
23 OpenlaT Yes Hub Decentralized LGPLv3 No User-based Yes
privileges
24 OpenMTC Yes M2M client/ Centralized / Nao Yes Secured access No
Server Cloud-based
25 OpenRemote Home devices Server Centralized Affero GNU Public Yes Locally stored No
License
26 Open.Sen.se Ethernet en- PaaS/SaaS Cloud-based No Yes 2 levels Limited
abled
27 realTime.ic Needs gateway PaaS Cloud-based MNo Yes Secured access No
28 Scn:‘.orC'loudTM No PaaS Cloud-based No Yes n.a. No
29 SkySpark No SaaS Centralized / No Yes In.a. No
Cloud-based
30 Swarm Yes PaaS Cloud-based Client is open Yes n.a n.a
source (unknown
license)
31 TempoDB No PaaS Cloud-based No Yes Secured access No
32 TerraSwarm Yes s Decentralized n.a. mn.a. n.a. Yes
33 The thing svs- Home devices Server Centralized M.I.T. Yes User’s choice No
tem
34 Thing Broker Yes Server Centralized Yes Yes Locally stored No
35 ThingSpeak Yes Server Centralized / GNU GPLwv3 Yes 2 levels Limited
Cloud-based
36 ThingSquare Embedded Mesh Cloud-based Gateway firmware Yes No No
devices is open source
37 ThingWorx Yes M2M PaaS Cloud-based No Yes User-based Yes
privileges
38 WoTkit Yes PaaS Cloud-based No Yes Secured access Yes
39 Hively Yes PaaS Cloud-based Libraries are open Yes Secured access Yes
source (BSD 3-
clause), platform is
not

o




Project/location

Funding

Duration

Goals

Smart city characteristics

Table 1. Smart city projects around the world.

Partners

Yokohama Smart Ministry of Economy. 2010-2015 Low-carbon city, hierarchical energy Smart environment, smart Tokyo Institute of Technology.
City Project.® Japan Trade and Indusiry management systems (EMS), sensitive Lininig Toshiba. Mitsubishi. Hitachi
(METT) photovoltaic (PV) generation

Smart Mobility METI 2010-2015 PV generation. intelligent transportation Smart mobility. smart MNagoya University. Toyota City.

& Energy Life in systems. hierarchical EMS, 61.2% renewable ervironment Fujitsu, Hitachi. Toyota Motor

Toyota City® Japan energy. 4.000 next-generation vehicles Corporation. Chubu Electric

Power Co.

Keihanna Eco City METI 2010-2015 Develop community EMS to minimize CO2 Smart environment Kyoto, Kizugawa. Kyotanabe,

Mext-Generation emissions. vehicle-to-infrastructure, and Fuji Electric. Kyoto Center for

Energy and Social to-vehicle Climate Actions. Mitsubishi

Systems project.®

Japan

Kitakyushu Smart METL 20102015 Participation by citizens and companies Smart mobility. smart Toyota Motor Corporation.

Community in the energy-distribution process., environment IBM Japan. Japan Telecom

Project.® Japan PV generation. establishing charging Information Service
infrastructure. and next-generation raffic Corporation. Mitsubishi Heawvy
systems (bicycles and public tTransport) Industries

CITYKEYS.® H2020 project. 20152017 Develop and validate key performance Smart mobility. smart Research organizations: VT T

European Union European Union indicators and data-collection procedures ervironment, smart Living, (Finland), AIT (Austria). TNO
for smart cities. sharing best practices on smart people (The Metherlands): and five
user privacy and other legislative issues partner cities: Rotterdam,
among cities Tampere, Vienna, Zagreb,

Zaragoza
LIVE Singapore Mational Research 20112016 Develop open platform for collecting. Smart living. smart people MIT's SENSEable City Lab.
project.” Singapore  Foundation of elaborating. and distributing real-time data Future Urban Mobility research
Singapore reflecting urban activities: tracking vehicular initiative, Changi Airport Group,
raffic and estimated temperature rise. ComfortDelGro. NEA. PSA. SP
energy consumption. and taxi operations Services. SingTel

SmartSantander,? European Union 2010-2013 Deploy 20,000 sensors in Belgrade, Smart living. smart Telefonica I+D (Spain)

Europe Guildford, Lubeck. and Santander, exploiting ervironment Universitat zu Lubeck
multiple technologies to collect information (Germany). Ericsson (Serbia).
on parking spaces. public transport, and Alcatel-Lucent (Italy).
automatic management of Light; currently Alexandra Instituttet ASS
uses 2,000 TEEE 802.15.4 devices ({Denmark)

Open Cities project." European Union 2011-2013 Explore how to implement open and user- Smart governance Fraunhofer Institute FOKUS

Europe driven innovation methodologies in the (Germany). ATOS (Spain).
public sector in European cities. including ESADE Business School
Amsterdam. Barcelona. Berlin. Bologna. {Spain). Berlin Government
Helsinki, Paris, and Rome Senate Department for

Economics, Technology and
Women's Issues (Gernmmanyl.
Institut Telecom (France).
NESTA (U.K.}
Vehicle2 Grid,’ Top consortium 2014—2017 Deliver European Open Data repositony Smart mobility. smart Cofely. Alliander, ABE,
The Metherlands on Knowledge environment Mitsubishi Motors Corporation.
and Innovation Amsterdam Smart City.
Switch2SmartGrids Amsterdam University of
Applied Sciences
City Science Corporate — Use batteries in electric cars to store locally  Smart mobility. smart 27 scientific research teams*
Initiativel MIT/U.S. sponsorship, industrial produced energy environment
funding. Mational
Science Foundation.
Defense Advanced
Research Projects
Agency. National
Institutes of Health
“Green Vision™ State and federal 2007-2022 Gain scientific understanding of cities: urban Smart mobility. smart Universities. private

initiative, San Jose,
A

funding

analy tics, governance. mobility networks,
electronic and social neoworks. and energy
networks

Create clean tech jobs, reducing energy

use by 50%. generating 100% energy from
renewable sources. reusing water. installing
zero-emission lighting, and having 100%
public vehicles run on alternative fuels

emnvinnment

companies, regional agencies

a htopyAwww. city.yokohama. lg.jplondan/enaglish/yscod
b httpyfiscponepc.orjpfarticlefiscpen20150528/ 445244/

o http=//jscp.nepc.or.jp’en/keihannalindex.shtml
d hmepy/wewwonedoogojpfcontent/ 100638530, pdf

2 hopy fweww oty key s-project.eu

T hittpeffsenseable.mit.eduw livesinga pora’

g hittp.fvwwww.smartsantanderau’

h httpoffwww.opencities. net contentf project

i htrpeffamsterdamsmartcity.comy Plang=en

i httpofoities. media.mit.eduw’

k  hitpyfwwew media.mit.edu/ research/groups-projects

L httpyifwww. sanjoseca.gow’ DocumentCenterView/ 42557



